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Abstract-A detennii~istic model for multipm'pose, multipeliod bach plants was presented in a Iinem'ized form to 
predict the future design according to the change of demand by using a modified Benders' Decomposition. The OSL 
code offered by the IBM corporaion as optli~zer was employed for solvmg severa! example problems. The decom- 
position method was successfuI, showing remarkable reduction in the compu~lg times as compared with those of the 
direct solution method. Also the hemJstic used as a solution approach for the multiperiod model provided an efficient 
methodology to the block-structured problem by dividing the large overall problem into the manageable single period 
blocks. 
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I N T R O D U C T I O N  

Recently, multiptwpose bach plants have been given attention 
due to the exploding needs of specialty chemicals and pharmaceu- 
tical products. To date, many general problem formulations for mul- 
tipuitx~se batch plants, employing both conlJnuous and discaete var- 
iables hm~e not used an exact IvlINLP or IvIILP formulation to get 
an optimal solution [Pal:ageolgaki and Reklaitis, 1997a, b; Wen 
and Chang, 1968; Nishida et al., 1974; Cn-ossmann and Sea-gent, 
1978; Reinhart and Rippin, 1986, 1987; Slraub and Orossmatm, 
1990, 1992; Park and Park, 1999; Kang et al., 1996]. Trea~anent of 
discrete vaiiables as cor~auous in~a-oduces a gap between the sub- 
optimal solution and the hue optimal sohtion that has not been re- 
solved to date. Therefore, a more rigorous formulation is needed at 
the expense of greater computing effort, which might be reduced 
in the near fut~tre by exploiting the problem struct~-e. A contribu- 
tion along these lines was published in 1992 by Voudou~is and GTos- 
smarm [ 1992] who inlrodueed binary variables for denoting discrete 
equilanent sizes in their lineaized MILP fommlations. Several cases 
such as those of single product canpaigns, multiple product can-  
paigns, single production routes and multiple production routes were 
explored, but the results were not COml~ed with previous work 
To guarantee optimality, an IviILP model would be prefen-ed because 
if it has a special shaacture, then various izerformanee enhancing 
tectmiques such as SOS, bounding, valid cuts, and so on, along with 
existing IvKLP commercial algorithms, can be used Rtrthermore, 
a linear model takes on the role of a stepping stone, leading to a 
stochastic batch plant model that is considered to be more practical. 

Decomposifion--spli~ng a master problem into pieces of sub- 
problems--is known to be very useful for handling lage scale linear 
progranmmg problems. The idea was extended and exploited in 
mLxed-vafiable problems by Benders [1962]. Theoretical develop- 
ment of a programming problem (master; which may be disca-ete, 
nonlmear etc.) and a Imear programming probIem (subproblem) 
fi-om a mathematically complicated original problem was &scussed 
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and a computational procedure for solving those problems was pre- 
sented in his work This work was extended to fta-ther theoretical 
development and indusNal applications [Geoffrion, 1972; Papa- 
geo~gald, 1991; Lee, 1992; Che et aI., 1999; Jung et al., 1994]. 

In this work, a linearized mulfipenod batch plant model is solved 
by using a modified Benders decomposition and a heuristic algo- 
I ' i t t ' l I I i .  

M O D E L  DEVELOPMENT: 
GENERAL MULTIPERIOD BATCH PLANTS 

1. Deterministic Multiperiod Design Model  (MINLP) 
Batch plants are normally operated over multiple periods of time, 

with different demand levels in each period This na~-alIy leads to 
a multipeiiod model, an extension to the single period model. Since 
the demand for prc~cts varies over the periods, the design of batch 
plants also must be modified accordingly. 

We assume that the demands of products may vary in determin- 
istic fashion over successive izez-iods, that the length of the periods 
is known a laioii (detenmnistic) and that the recipes of products 
are unchanged over time. Also, no inventory balances are consid- 
ered for mathematical simplicity in formulating the model. Our goal 
in th~s type of mulfipeliod model would be to ataswer the folIow- 
mg questions: 

�9 How much extra equipment should be purchased whenever de- 
mand expansions occur? 

�9 How can we predict the evolution of the plant design over muI- 
tiple periods? 

A multilzeiiod design model is proposed as an IVEINLP as fol- 
lows. 

A subscript t is in~a-oduced to denote periods that are defined as 
discrete time inten~als. N~t and 1',?~.~_~ denote the number of a type 
of equipment used in a period t and the number of equipment items 
of type e m~ailable in peiiod t whM1 were ah-eady purchased by per- 
iod, t-1. XP,~ symbolizes the amount of production of product i in 
period t. 
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The objective fimction differs from that of the single period mod- 
el in that ff has two terms which denote the equipment cost and the 
product Wolth, respectively. The first term involves the amount of 
extra equipment to be purchased in order to meet the next period 
demand, and the equipment discount factor that decreases over time. 
This term should be minimized to suppress the purchase of exma 
equilmlent. The second tmn simply l~presents the total product sales 
worth. The combination of two terms balances the equipment pur- 
chase cost against the lost income from unfi~fllled demands. This 
also means that two terms should be conlparable in order of mag- 
nitude, otherwise the chosen design as well as the formulation might 
be far from reality. 

minimize ~ {  [N,,-N;,,, ]a~ O,.,XP,.,} (1) 
* e t 

The allocation constraints are similar to those given in our previ- 
ous single period model except for an a&litional inequality for each 
subscript t But the most imlXxtant feature of the multiperiod mod- 
el is shown in the connectivity constraint, which cout~ reuse of 
the same equipment over periods. By t t~ fmnily of consU-aints, the 
interperiod dependency in the design of batch plant is established 
The minimum of the following two terms is selected as a counter 
for reuse of the equipment type, e. 

Connectivity between periods: 

min[N,,,N .... ] N;,, ~ t 2, . . . ,t  "~ (2) 

Since the formulation considel-S parallel units operated in phase 
and out of phase, the equipment bounding inequality will be stated 
as follows. 

Equipment Bound Constraints: 

N.,> Z NU,,,,.k,NG..s (3) 

The batch size is simply the practical size of the minimum unit 
arranged in a production line. The sum of the product of the batch 
size and the number of batches executed over the entire horizon is 
the real production quantity of a product that the plant produces. 
This production is bounded by minimum requirement and maxi- 
mum allowance of the demand 

Quantity Constraints: 

B,~ =mm., ( ~ )  s,.,o (4) 

XP,, =E,~..B,. (5) 

Q;~'" s Xp,,s Q;';" (6) 

The following cons~aJnts define the limiting cycle time, cam- 
paign duration time and total production horizon within each per- 
iod. The limiting cycle time depends on how equitxnent is assigned 
to each task and oi1 how many pm-alld groups exist. The produc- 
tion times of all products in a campaign cannot exceed the length 
of  the campaign. 

Horizon Conslraints: 

P,.~176 
TL,s = m a x , ( ~ }  (7) 

T~, maE (n~sTL~) 

H~->~Ts 
k 

Parameters 

Q,,,+, Q, +QE,.,, 

(s) 

(9) 

t 1, 2, ..., f "'~ (10) 

where QE, could be positive or negative (in certain cases, produc- 
tion reductions may occur). 

Following contemporary practice, the cost of units and prices of 
commodities must be discounted with time. The discount factor is 
modelled as an exponential function in time. 

a~, a~0e ~' ~/, t 1, 2, . . . , t  "~ (11) 

p,., =p0e -v/~-~/, t=l,  2, ..., f'~ (12) 

be, b e 0.6 (13) 

The symbols and notation are as follows; 

* XP, : Product Quantity Produced 
* QE~ : Expected Quantity Expansion (or Reduction) 
�9 ? : Equipment Cost Discount Exponent 
* ~ : Price Discount Exponent 
* p~ : Product Sales Price 

There are two practical ways to solve t t~ model: one is to solve 
this formulation directly ignoring the integer character of the vari- 
ables and the other is to convert it to a rigorously fonnulated mod- 
el and to approach its solution by mean of an appropriate method. 
It is hard to obtain the exact optimal solution via the direct sohNon 
proach because of the noitmearity of the model and the violation 
of integrality of some variables. Tiros we chose the latter way as 
our solution method because it may attain global optimality in spite 
of the expected difficulties of solving large integer problems. 

With this background, the model is reformulated to a linearized 
form (MILP). 
2. Linear ized  Version of  the M o d e l  

First, the two integer variables, N~ and V~ are represented by new 

binary variables. As N,, is an integer we obtain N,~=~p Z~ 
where ~: 

Z~=I when p item of equipment type e are used in period 

t and Z~?0 othelwise. Similarly, V~ = X v~~ where Yy~=l 
when size ; =F '~ 

j of equipment e is used in period t and Y,t=0 otherwise. 
To linearize the objective fimction, Eq. (1), variable 0cp~ t is intto- 
duced to represent the product of N,~ and V,, as in the single period 
case. Tiros we replace the product with c~ as follows: 

p~a~ j=~ p=~ j=~ 

N.,V~, ZpZ,., Z v,.,Y,., Z Z pv,.,%,., 
p=l j=j~m p=ij=j~m 

Another factor considered is reuse of equipment between peri- 
ods. which is symbolized as o~'pj.~ and o~j.~: 

* o~.71 whenp items of equipment type e of size j are in period 
t and t-I (o~..,_>o~.,.. ,_~) 

* o~:.,=0 otherwise 

And 
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�9 ct~;.~= 1 when p items of equipment type e of size j are in period 
t and t -1  ( cz~< cz~,~_ ~) 

�9 O~j~,-0 otherwise 

It is evident that two different variables, c~;..~ and c~.~ are needed 
because Eq. (2) aIso requk-es two exclusive mathematical fonnula 
to be rev-esented, Ttmt is, ct is used if an increase of equivnent usage 
in the next period occurs; 0d' is used otherwise. 

Finally, the objective function takes the fomr 

[~  m~ F~ e~ tm~ tm~ ] 
" ~ y .  " y .  , be be , m m . _ _  ~ a . , * p  [V~,,0~j,t-V~,, ,_l(ct;je, ,_,)]-~p#XP # 

[p=ld=dmi~e=l*=l ~6 I*=I J 

where G,=%0 e-x~- 0 p~= p~0e-~0-0 

Connectivity between periods: 

%>, +[6~.,.,] 
,= L,,,p J 

Vp; Vj; r e ;  Vt( ~1); t' =I, ..., t -1  

t - I  

M'*6 ,>~c~ ~ M'=t ..... ~ e  pde , 
~=1 

(I4) 

05) 

(i6) 

Assigmnent of product-campaign-equipment: 

Z Z x~.,.~_> 1 v v ~ (20) 

E K.,.~, >1 V V kf grt (2I) 
eePi= 

X,(,,, -n)e, et + X~,,,e~. * q- X,(,,,  + l)e, et-< 2 
n = 1. m - 1 ; eee'; ViVmVkVt (22) 

X,,,,~..<_ ~. X~,,,,~,~t V ; Vm; Iv'ee P,,,,; VkVt (23) 

Equipment Bounds: 
pm~ q~agm~ 

Zp*Z~o,> Z ZZq*g*%e,,,.~ V VkVt  (24) 
p - I  (&,,l) ~ g~q- I  g - I  

Batch Size: 

2 g 

B,~,_< ~ ~ ~ ' [ 3 ~ , . , ~ ,  V VmVhVt (25) 
ee Pimd -jmmg=l hne 

B'k'~ B[,~ ox E XqIr V V k V t  (26) 
eePa 

B,~,> B[~" ~ X~,.~, V VkV (27) 
eeP~ 

Production Demand: 

t - I  

?=1 

1 [%~,]+ ~ %j~,,_, -2[a~,o,,_,]_>0 Vp ;Vj ;Ve ;Vt (e l )  (I8) 
L *>§ / 

E ~] Ecz~j., >1 V (I9) 

The cor~ectivity between ct and cz' (or 0~") is shown by using logical 
"AND" inEq (15) and Eq (18). That ~nsures that cz' (or cz") should 
be 1 only when the first two bracketed [ ] terms of those con- 
stramts are 1. The binary variable, 8 is a function of t. which takes 

on the values zero or one according to the value of ~c~j., as shown 
g - I  

mEqs. (16) and (17). 

Eqs. (15)-(18) account for the repeated use of equipment in suc- 
cessive pe:iods. For instance, if the type A twits of size j which were 
used m peziod 1 are reused and if one more of the sane type of unit 
is purchased in period 2, then the duplicate indicatoi; 0~'u~ ~ will be 
one while cqj~a=l and C41341=1 (in this case, all a" will be zero). Pa-- 
ticvlarly, Eq. (15) and its aailiary reIations [Eqs. (16)-(17)] gener- 
ally cover all cases which possibly happen while %j~,->%.,,-1- In 
other words, even if the number of unit type e used is smaller than 
that of the currently available items, those comtramts will track the 
number of available items of the specific ~-tit e and adjust ct' so that 
the objective function has the correct unit cost terms. Let a unit type 
e be used over three consecutive peric~is in the follo~&~g numbers, 
3 - 2 - 5. Then, we can count the number of the reused items in per- 
iods (1-2) and (2-3) as two and three (not two and two), respec- 
tively. 

Meanwhile, if some items of a unit are in idle status in the next 
period, then the corresponding ct" will be activated instead of d,  
which reduces to zero. 

Among the product/on demand constraints, Eq. (28) shows a dis- 
tinctive feature of the production policy used in this model. Because 
no ovezpr~uction is allowed and extreme under-production is pre- 
vented, a lower bound and an upper bound on the production of each 
product are given. 

QI~"_<XP._<Q;~ v vt (28) 

XP,, =E1<~B,k, (5) 

Next we introduce Eqs. (25)-(28) and (5), and obtain 

s K eE p~a[=d~g= 1 free s KeEP~rq =j~g=I ~me 

Eq. (5) is replaced by Eq. (29). PI~,~ does not reduce to zero 
because it is forced to be lower bounded by X~,. Therefore, it retaius 
the Voper batch size and the related number of batches do not vanish 

q V~, 
~ ~ ~ s~PI~, . ,~_>XP.  V VmVt: (29) 

s ~me 

PI~,.,o~t_<~}'~7'[3~,,,,~. V - Vm; tv'ec P,,,,; Vk; Vq; Vj; Vt (30) 

pI~,.,o~,_<~}~, V - Vm; gee  P,.,; Vk; Vq; Vj; Vt (3I) 

Production Horizon: 

The same treatment is applied to the prcduction time related con- 
strah~. Howevea; one different manipulation must be added to elhni- 
nate nonlineaity of the form (confinuous)*(binary) as shown in Eq. 
(35). Note that Eq. (32) does not prevent the reduction of PSI~.,~ 
to zero due to lack of any lower bound. Forkmately, we can use the 
nikt value form the production demand related constraints to pro- 
vide PSI~,,o~ with a lower bound as follows: 

g ~  
P 

T,~_>~PSI~ . ,~  V Vm;ei= P,.,; VkVt (32) 
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PSI~,,,o~,_<~'~Ge,,,~ V Vm; ei~ P,,,,; Vk; VgVt 

PSI~,,,o~,_<~}~ V ; Vm; ee P~,,,; Vk; VgVt 

~ PSlg~,,,o~,_>n,~ V Vm; Vi<; Vt 

~Tt~_<H , V 
k~K 

Campaign Ordering: 

]~CO,~,_>]~CO,,~+,,, V ; k=I,t . . . ,  k .... 

C O ~ t  k X~l ~ ~ V I VN ; ~ t  

CO,~_< y_. X ,~  V - Vk; ~i't 
ee &l 

(33) 

(34) 

(35) 

(36) 

(37) 

(38) 

(39) 

To reduce degeneracy in the campaign-product assignments, the 
indicator variable, CO~ ensuxes that the smaller numbered ca'n- 
palgn involves more products. 

(40) 

(41) 

Subsidiary Constraints: 

Z L,,_<~ v v t  

E y ,  o,-< E Ex,,,,0,, v v t  

1 

IvI*y_,Y,o,_> y_, EX,,,,0,, V Vt 
2 1 

where Iv i=Iv lax imum of  ~ ~X,,,,~ 

(42) 

~Z~,, = ~oYj,, V Vt (43) 

Parallel taits (U) and groups (G) are accommodated by the next 
two relations. 

q ~  

~U~,.,.~, =X,.,.~, V Vm; ei~ P,.,; Vk; Vt (44) 
q=l 

~Gq,,,,o~, =X,,,,o~, V Vm; e~ P,,,,; Vk; Vt (45) 
g=l 

Finally, a mathematical expression for the logical "AND" for sane 
binary variables is presented. These are derived fi-om the Iineariza- 
tion of the product of two binary variables. 

Yjo~ +Zp~,-%jo,-< I V " Vj; ~lSe; Vt 

Y~, +Zp,,-2*c%~,_>0 V " Vj; ~e; Vt 

~-~t + Uq~,,,~ -I~qj~,,,~,_< 1 

Yjo~ + U~,,,,o~ -2  *[3 ~,,,o~ > 0 

G~,~k, +Uq~,~ -%~,~k,_< 1 

V �9 Vrri; ee P,,,,; Vk; Vj; Vq; Vt 

Vi; Vm; ee P~,,; Vk; Vj; Vq; Vt 

Vi; Vm; ee PM Vk; Vj; Vq; Vt 

(46) 

(47) 

(48) 

(49) 

(50) 

(51) G +U -2.c0 >0 g~,,,o~t ~,,,,o~ qa,,,o~_ Vi;Vm;ec P~,,,;Vk;Vg;Vq;Vt 

For all of the other constraints and variables, the reader is refened 
to the section on Nomenclature. 

S O L U T I O N  M E T H O D  AND SAMPLED RESULTS 

1. Model  Structure and Decomposi t ion  Method  
Basically we deal with Bender's type of decomposition with 

slight differences from that of the single period model 
The problem can be divided into two parts: design and schedul- 

ing. In the design part, we can detenmne the product, canpaign- 
urnt assignment (X), and the tait sizes and nnmbers (c~). In the latter 
part, the batch sizes of production lines, number of batches of prod- 
ucts and campaign duration times will be detennined. Those two 
parts form a master problem (an upper-level problem) which has 
the design aspect and a sub-problem (a lower-level problem) which 
deals with the scheduling aspect. The master problem variables are 
X and while the sub-problem(s) has two main sets of variables: one 
for special ordered set (SOS) and the other for logical ~AND'. Based 
on the dimensionality of the X and variables, the master problem 
is considered to be a ~ problem fi-om the view of MILE On 
the other hand, the sub problem (in which the X and Ct are fixed) 
simply reduces to a problem invoIvmg batch sizing and appropri- 
ate division of the production horizon since most of the configura, 
tion of the batch plant is already determined. 

But the multiperiod mcdel has a linked slruct~tre composed of 
independent single period models (blocks). The master problem 
has a connection between single period mcdels and cannot be split 
into blocks which would be solved independently. On the other hand, 
the sub-problems are nothing but a collection of independent blocks 
which can be dealt with one by one. 

The second characteiistic of this decomposition is that it has ad- 
ditional complicating variables denoting unit numbers and sizes. 
This sel~es to eliminate the connectivity that links one block to an- 
other in the sub-problem s~uctuxe. 

The procedure of implementing this algorithm will be described 
next_ Its flow diagram is shown in Fig. 1. Starting with the master 
problem with known input of the campaign lengths, the related sub- 
problem can be solved fi-om the first period to last_ The inptt of 
canpaign d~-ation times makes the master problem linear 0VIILP). 
The process starts with an equal division of  the entire horizon. 

If infeasibility occtrs, the ccrnpttation retLtrns to the master prob- 
lem ruth an integer cut of the assignment va'iables. Otherwise, the 

# 

Master Problem 

~,easii;i; t- .... 

0 < LB-UL>O ;~  STOP 
'~... / ......... 

[--4 J 

; No 

. . . . . .  - -  . . . . . . . . . . . . .  s;:S L - -  ( S u b - p r o b l e ~  ~ -  - - - ' - " " \  

1 

(I~S ub - p r o b l e r r / ~ - ~  I " 1 / |  

L 
Fig. 1. Flow diagram of decomposition in multiperiod model. 

X: product-campaign-trait assignment 
o~: unit size and nm~aber allocation 
ct', ct": reuse indication ofct between adjacent periods 
T: campaign duration time updated 
IC: integer cut of cmTe1~t integer solution 

X, a, a ' ,  a ' ( C o m p l i c a t i n g  V a r i a b l e )  
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updated campaign &u-ation thnes as we11 as the integer cut are ad- 
ded to the master problem. The updated data of campaign duration 
thnes will lead to the master problem The up&ted data of cam- 
paign &a-ation runes will lead to a re-sem-ch of the feasible domain 
of the MP solution to avoid missing ofpossible local minimal points. 

The lower bound given by the master problem is con:pared with 
the current upper bound resulting from the feasible solutions of the 
sub-problems. If  the lower bound exceeds or is equal to the upper 
bound, then the process stops because there will be no ftrther fea- 
sible set of solutions to the master problem. Otherwise, the process 
will be restm:ed. 
2. Modified Method (Heuristic) 

In a multipefiod modeI, the major difficulty in applying the Ben- 
der's type of &composition to its solution originates fi-om the master 
problem. A solution of the master problem is supposed to yield values 
of the complicating vaiables - product,atilt, campaign allocation 
and unit numbei~ and sizes. This, howevei; does not normally give 
the opmnaI solution in reasonable computation time due to the com- 
plicated intercounectivity between periods, which often leads the 
branching and botadmg procedure to extensive enumeratiolt The 
relatively weak relation of the assigim~ent variables to the objective 
fianction and the large number of possible con:binations of the as- 
signments to be searched throvtgh the process are the mare reasons 
of  the sIow convergence to MP optin:ality. 

Therefore, we need a modified solution method, particulaiy for 
the MP. Another decomposition of the MP into period subproblems 
was canied out as follows. 
2-1. Partition and Heuristic Optimization in 1rip 

Sub-MFs (St'rip) were set up for all pericx:ls considered The fl~t 
SMP is solved and its solution 0~ is used for solution of the next St'rIP. 
After the last SIvIP is solved, we have to check for the possibiIity 
that another combination of 0~ and ct', excluding the cunent point, 
may produce a better config~atiort Thus a so-caUed 'cut? of ct is ad- 
ded to the fl~t SIvip in the next iteration. When the objective value 
is not improved with further iterations (untiI one equilm~ent tait  
with a size and a type is added onIy in pencd I), the iteration pro- 
cess is temmlated to accept the best value as optffnaI solution. 
2-2. Major Decomposition 

With fixed X, ct and ct', each partitioned sub-problem is solved. 

~, MP self-iteration with ct cut 
i 

. . . . . . . . .  

Fig. 2. Flow diagram of heuristic decomposition in multiperiod 
model. 
X: product-campaign-~mit assignment 
ct: trait size and number allocation 
ct' ct": reuse indication ofct between adjacent periods 
T: campaign duration time updated 
IC: integer cut of cun-ent integer solution 
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The next stage is to create a new NIP with properly generated in- 
teger ctas of X, ct' and ct' and to solve it. If  the termination condition 
is not satisfied, the iteration continues. 

A schematic diagram of this heuristic algoiithin is presented in 
Fig. 2. 
3. Usefulness of Decomposition Algorithm 

The MP is a relaxation of the original problem. Hence its fea- 
sible region completely covezz the solution sets of the oiiginal prob- 
lem. In other words, the feasible solution set of the original prob- 
lem is just a subset of those of the NIP. Hence if, through iteration, 
evely solution set of the MP is explored, we can ensure that the op- 
timaI solution is necessaily obtained. 

Let S~  denote the set of MP solutions, S~ set of SP solutions 
and Sop set of  original problem solutions. 

Then, 

SMp__D Ssp, SMp_D Sop 

After each iteration, we fred the next better solution in NIP (to 
exclude the previous solution, integer cuts are necessary). So we 
expect the lower bounds to increase as the iterations proceed and 
finally the lower bound will exceed the upper txmnd or all solu- 
tiorxs of the MP will be explored exhaustively. 

Then, we do not have to keep iterating because those two con- 
ditions gua-antee that we reached ~ue optimum of the original prob- 
lem, if one exists. Therefore, exhaustive investigation of the feasi- 
ble region of NIP results in exhaustive investigation of that of OP, 
which produces the optimal solution. 

From 

SMp__D Sop__D Ssp 

rain SMp_Dmin Sop_Drain Ssp 

If min SMp-->min Ssp (termination condition for iterations), then, 

min Sop =min Ssp =min SMp 

This proves the sufficiency of the &con~position method used 
for global optsnum(Iinear model). 
4. Test Results of Computer Experiments 

Four exanple problems were depicted in the Tables and their 
computation results were demonslrated visually in Figs. 2 throttgh 5. 
4-1. Example Problem 1 

The ds-ect decomposition method and heuristic decomposition 
method were both tested for this 2-penod example. 

The comparison of computation ~nes involve two methcx:ls. Us- 

Table 1. Processing times and size factor [( )] for tasks in Problem 1 

Product Equipment type 

task E1 E2 E3 E4 

A.T1 5(1.2) 
A.T2 3(1.3) 
A.T3 
B.T1 6(1.4) 
B.T2 4(1.15) 
C.T1 
C.T2 6.5(1.2) 
C.T3 6(1.1) 

4.5(1.25) 

4.5(1.1) 

7.5(1.5) 
3(1.2) 

5(1.2) 
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Table 2. Possible unit capacity data in Problem 1 

Unit type v, N~ ~ a~o 

E1 2000, 3000, 4000 3 200 

E2 2000, 3000 3 220 
E3 2000, 3000 3 280 

E4 2000, 3000, 4000 3 360 

Table 3. Production demands in Problem 1 

Product Demand rangex 105 Value coeff., P,o 

Period 1 A 2.4-3.0 0.05 

B 2.0-2.5 0.05 

C 2.4-3.0 0.05 

Period 2 A 4.8-6.0 0.05 

B 4.0-5.0 0.05 

C 4.8-6.0 0.05 

Table 4. Comparison of computation times by two methods (heu- 
rislic vs direct decomposition) 

Heuristic CPU (sec) Obj. vaiue Decomp. CPU (sec) 

MPl 20.60 21575.65 

MP2 20.15 3475.65 MP1 181.82 

MP3 22.24 8745.65 
SP1 52.67 5150.99 SP1 52.67 

MP4 14.99 7918.44 MP2 545.48 

Table 5. Production demands in Problem 2 

Product Demand range x 105 Value coeffi, p~ 

Period 1 A 2.4-3.0 0.05 

B 2.0-2.5 0.05 

C 2.4-3.0 0.05 

Period 2 A 4.8-6.0 0.05 
B 4.0-5.0 0.05 

C 4.8-6.0 0.05 

Period 3 A 6.4-8.0 0.05 

B 8.0-10.0 0.05 

C 5.6-7.0 0.05 

lng the direct method, the solution time required was 779.97 sec- 
onds, while only 130.65 seconds was consumed using the heuristic 
decomposition method (Table 4). Considenng that the majority of 
the computation time for the direct method is due to the difficulty 
of the master problems involved, the parafioning of the master prob- 
lem has obviously brought remarkable enhancement in sokaon tkne. 

Note that ~MP(SP) n' denotes ~in the n-th mastei<sub) problem'. 
4-2. Example Problem 2 

The same input data as that of example problem 1 was used ex- 
cept that the number of periods was increased to three. This prob- 
lem requires 1737/900 (integer/continuous) vaiables in total. The 
l:~-oduction h~zon is 6,000 hours in each period and the maximum 
allowable number of l~-alIel processing groups is chosen to be two. 

The direct decomposition method was unable to obtain the opti- 
mal solution due to the excessive number of iterations executed dur- 
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Table 6. Solution for scheduling in Problem 2 

Batch size No. batches Campaign Iength 

Period 1 BAA, 1538 nA, 195 Tl, 1049.7 

BA~, 1429 n~, 175 T2, 1349.7 
BAc, 1667 no,, 180 T3, 975.3 

Period 2 BAA, 1538 nA, 390 Tl, 2099.4 

BAB, 1429 nB, 350 T2, 1950.6 
BAt,, 1667 no,, 260 T3, 1950.0 

Period 3 BAn, 1538 na, 293 Tl, 4533.2 

BAB, 1429 nB, 755 T~, 1466.8 

BAt,, 1667 no,, 604 T3, 0.0 

flag even an MP solutio~ However; the heuiistic decoml%sition meth- 
od resulted in a (sub) optimal solution in reasonable time since the 
partitioned sub-master problems (SMP) were each easily solved 
because of the elimination of the interconnecfivity relations and the 
small number of  binary variables involved in each SMP. 

The f~'st optffnization of IvlP was con~pleted in three iterations. 
That was followed by sub-problem sokaon to give optimal sched- 
uling informatiorL In the second attempt of the NIP solution, the best 
solution after the fn'st solution is found to be greater t i m  the upper 
bound This means that further search (iteration) is not necessary 
since no better solution can be expected through fi_rther iterations. 
Therefore, we found the optinml solution that is shown in Table 6. 

In the opamal design configuration given in Fig. 3, note that the 
design for peziod 3 is distinguished fi-om the design of period I and 
2 by the campaign arrangement. The common use of most units in 
all production Imes forces the plant to have multiple serial cam- 
paigns as long as the production horizon provides enough thne for 
meeting minimum demands. Meanwhile, in period 3 where the pro- 
ducfion demand increased to a higher level, the number of cam- 
paigns was reduced by the joint production of B and C. The joint 
production of  B and C requires one more item of each type of 
equipment, E1 and E2. 
4-3. Example Problem 3 

The input data for example problem 3 are shown in Tables 8, 9 
and 10; the number of integer vaiables involved in the formula- 
tion is 1842. 

As shown in Table 8, the task-equipment assignment is unique, 

PERIOD Campaign 1 Campaign 2 Campaign 3 

B lq 

I-q 

~ Added items 

Fig. 3. Optimal configuration of test Problem 2. 
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Table 7. Result of computat ion t imes of  Problem 2 

~oblelTt Obj. value CPU (sec) 

MP1 -17550.51 34.22 

MP2 -26756.15 51.20 
MP3 -8250.52 38.81 

SP1 -26479.0 128.46 

MP4 -1505.67 31.41 

Table 8. Processing limes and size factor [( )] for tasks in test Prob- 
lem 3 

Product. Equipment type 

task E 1 E2 E3 E4 E5 

A.T1 
A.T2 

A.T3 

B.T1 
B.T2 

B.T3 

C.T1 
C.T2 

C.T3 

D.T1 

D.T2 

2(1.2) 

5(1.2) 

7.2(1.2) 

6(1.2) 

5(1.2) 

4.5(1.2) 

5.5(12) 

3.6(1.2) 

3.5(1.2) 

3(1.2) 
4.8(1.2) 

Table 9. Possible unR capacity data in Problem 3 

Unit type v~ N~ ~ a~o 

E1 2000,3000,4000 3 200 

E2 2000,3000 3 220 
E3 2000,3000 3 280 

E4 2000,3000,4000 3 300 

E5 2000,3000 3 350 

Table 10. Production demands  in Problem 3 

Product Demand rangex 10 5 Value coeff., P~o 

Period 1 

Period 2 

A 4.0-5.0 0.03 
B 4.0-5.0 0.03 

C 4.0-5.0 0.03 

D 4.0-5.0 0.03 
A 8.0-10.0 0.03 

B 8.0-10.0 0.03 

C 6.4-8.0 0.03 
D 8.0-10.0 0.03 

and tile main concern of the design in this problem rai l  be almut 
the campaign reanargement, Fig. 4 shows that tile large increase 
in the demand (nearly double) within the same horizon (6,000 hows) 
has resulted in the joint production of (A, D) and (B, C) in the same 
period. Thus, one more item each of E4 and E5 must be purchased 
at the beginning of period 2. 

It is obvious that as problem size grows the computing efforts 
greatiy increase as shown in Tables 4, 7 and 12. 

PEftlOD 

1 

~  TqN 

C~mpaign 4 

~ A d d e d  i t e m s  

Fig. 4. Optimal  configuration of test Problem 3. 

Table 11. Solution for scheduling in Problem 3 

Batch size No. batches Campaign length 

Period 1 

Period 2 

BAA, 1667 hA, 240 Tl, 1392.9 

BA,, 1667 rl,, 279 T2, 1439.7 

BAc, 1667 I~c,, 240 T3, 1727.7 

BAD, 1667 n> 300 T4, 1439.7 

BAn, 1667 hA, 500 TI, 2999.4 
BA,, 1667 he, 600 T> 3000.6 

BAc, 1667 no, 417 T3, 0.0 

BAD, 1667 n> 625 %, 0.0 

Table 12. ResuR of coml)utation times of  Problem 3 

Problem Obj. Value CPU (sec) 

MP1 35797.33 219.31 

MP2 53777.33 431.06 

SP1 34615.71 1029.21 
MP3 49822.34 229.74 

4-4. Example Problem 4 
All tx-evious test problems deak with the expansion in demand 

for every product At times a general multiperiod batch plant must 
also deal with a decrease in some of the demands, which requires 
tile plant design to be more flexible according to tile market need. 
This example considers a case in which the demands for two prod- 
ucts decrease while that for the thkd still increases. All the related 
Input data is shown in Tables 1, 2 and 13 (actually modified from 
the data ofproblera 2). 

In this case as shown in Fig. 5, compared to Fig. 3, there were 

Table 13. Production demands  in Problem 4 

Product Demand range x 105 Vaiue coeff., p~o 

Period 1 A 2.4-3.0 0.05 

B 2.0-2.5 0.05 

C 2.4-3.0 0.05 

Period 2 A 4.8-8.0 0.05 
B 4.0-5.0 0.05 

C 4.8-7.0 0.05 

Period 3 A 6.4-6.0 0.05 
B 8.0-10.0 0.05 

C 5.6-6.0 0.05 

Korean J. Chem. Eng.(Vol. 19, No. 2) 



204 

Table 14. Result of computation times of Problem 4 

Problem Obj. value CPU (sec) 

MP1 -37140. 470.84 
MP2 -25620. 874.9 
SP1 -36436.4 92.04 
MP3 - 14882.6 552.28 

PERIOD ! Campaign 1 Campaign 2 Campaign 3 

Fig. 5. Optimal configm~tion of test Problem 4. 

two added equipment items required in period 2 but none are added 
in period 3, and campaign rearrangement [fi-crn (B, C) and (A) to 
(B, C) and (A, B)] suffices to allow the production demands to be 
met in that period. 

CONCLUSION AND RECOMMENDATIONS 

D. Cho 

First, since even the single period model basically includes too 
many integer variables, causing computational difficulties, there is 
a serious Iimitahon on the tractable problem size. Therefore, some 
heuns~cs (or approximation) jvtst like in the solution method vised 
in the i:mltiperiod model solution should be analyzed for Ia~ger prob- 
lems. 

Secondly, exl:ansion of the multiperiod model may be consid- 
ered to inventory when the number of periods is increased and their 
&tration becomes shorter. 

The introduction of inventory between periods allows overpro- 
duction in some pericds and will re%tire modifying the present mod- 
el. The difficulty here lies in the increase of the mathematical com- 
plexity. 

NOMENCLATURE 

i : product 
m : task 
e : equipment type 
k : campaign 
t : period 
N~ : number ofurnts of  type e 
\ (  : unit capacity of type e 
Te : campaign length 
TLk : limiting cycle time 
B~k : batch size 
Q~ : production quantity 
H, : production horizon 
X,,,~z : product-task-equipment-campaign-period assigning v~riabIe 

The single period model was extended to the multiperiod case 
in which the change of the design is considered according to the 
change of demands. The model for mul~ple periods was established 
in a different way fi-om the single period model in which the de- 
mands must be met (the order mvtst always be fulfilled). That is, 
since the multiperiod model represents a long-term plant pNming 
and design, the overprock~c~on in every period could cause waste 
of resources and over-utilization of equipment under a no inven- 
tory system. But to avoid tile complicated fonnulation that an in- 
ventory system might cause we presented the plant model without 
an inventory system, focusing only on minimization of tile net in- 
vestment cost for the given pericds. The net investment cost is com- 
prised of the equipment cost the revenue loss, which is defined as 
the lost income due to tmfialNIed order. The objective fianction is 
simply the necessary equipment cost which must be expended to 
minimize the revenue loss for the set of periods. 

For this model, a two-level decomposition was applied: the fLrst 
partition was implemented in the same manner as in the single per- 
iod model while tile second l:artition was implemented for each sub 
problem associated with each period Each sub problem associated 
with a given period could be solved in increasing order of periods 
with a heuristic which links the independent blocks to one anothei~ 
Thvts, this implies that as long as each block can be solved by vising 
reasozlable compu~ng effort, the entire optimization of tile model 
will beconle tractable. 

However, there are some Art_her points to be considered in the 
solution approaches and the model development. 

All others were explained in the text. 
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